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Mission
To curate a suite of proxy applications that are representative of the intended characteristics of their
respective parent applications and are easy to obtain and use. Characteristics include hardware bottlenecks
(e.g., memory, computation, communication) and programming models.
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* Memory and cache bandwidths measured using microbenchmarks m their magnitude
* \V100: 829 GB/s achieved HBM BW: MI-60: 806 GB/s achieved HBM BW

* HIP versions of SW4lite and PENNANT provided by AMD

e Arithmetic intensity measured using nvprof on V100 and rocprof on MI-60 R 0
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